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ABSTRACT 

Image transformation provide deep meaning about images feature, so 

many type of image transformation are appear in the last decade years, 

one of them is curvelet transformation which improve the image 

processing techniques specially in field of feature extraction. Personal 

authentication adopt biometric information to be one of the major 

coefficients in this field. 

Palm print one of the main approaches for personal identification. So 

studying the moments extracted from coefficients of curvelet transform 

of palm print image adopted in order to get high efficient system for 

personalization systems. Two major phases are constructed in this 

research to adopt the moments of low frequency coefficient of the 

curvelet for personal identification. In the first phase a database was built 

for 50 persons by acquisition nine images for both hands (9 for left hand 

and 9for right hand). images are acquired and then processed to extract 

ROI (region of interest) by looking for the palm centroid then a square 

shape will be fixed based on that centroid. This preprocess play an 

important step for stable features. Histogram is applied to the images and 

then apply SOBLE operator and morphological operation to highlight 

features of palm print, then apply decomposition on each image based on 

curvelet transformation. Select low frequency coefficient (which hold 

the details). Evaluation of seven moments for each image (18images) 

then store there in the database file (so each person will have 126 

values), this phase called personal database preparation. While the 

second phase is the detection phase, which apply the same steps to 

evaluate the moments as done in first phase then go through the database 

looking for the closest person to the tested one. 

System evaluation measured by statistical metrics which show good 

result goes up to 96% when applied on 50 person with different 

acquisition conditions. Also the effect of ROI dimension with individual 

hands and integrated both of them studied, which yield to recommended 

dimension of 192*192. 

1- Introduction 
Utilizing the physical and behavioral characteristics 

of humans is the main goal of a biometric systems for 

personality recognition[1]. Physiological features 

such as iris and fingerprints are unique to each person 

and are stable and it is not possible to repeat or 

observed as a person’s characteristics in addition to 

the inability to steal them[2]. The features extracted 

from the face are among the most used biometrics, 

but the most important defect to their use is problems 

related to lighting, expressions and posture[1]. As for 

fingerprints, they also suffer from some defects as the 

elderly and workers are unable to give clear and 

acceptable fingerprints [3]. Iris is a biometric and 

reliable measures, but one of the most important 

determinants of using iris is the price of high-quality 

iris input devices in addition to the difficulty for users 

to accept the system because of discomfort in 

capturing the iris image[1]. 

Palm print recognition systems are promising 

technologies that have received great interest. These 
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systems have been successful among many biometric 

systems due to real-time calculation, feature 

extraction and high accuracy. Palm print recognition 

systems have been used in a variety of commercial 

application where low-resolution images (100 dpi or 

less) are used and forensic applications where high-

resolution images are used(100 dpi or above)[4]. The 

patterns in the palm print provide a lot of useful 

information for identification, as the palm act as a 

reliable human identifier because these patterns are 

permanent and do not change throughout a person’s 

life, in addition to being different from one person to 

another even in the case of twins[5]. 

2- Palm print features 
In the definition of personal identity, the features of 

the palm are considered promising[1]. The inner 

surface of the palm contains three main lines(flexion 

creases) that are clear and do not change over the life 

of any person. These lines are called the heart line, 

the head line and the life line, it also contains 

secondary lines called wrinkles, which are the lines 

on the palm except the main lines and it is irregular 

and thinner from the main lines as well as the ridges 

that are found throughout the palm of the hand[5]. 

The three main lines and the secondary lines of the 

palm form between the second and fifth months of 

pregnancy, while other features appear after birth. 

The three main lines of the palm are dependent on 

heredity, while other features are not dependent on 

heredity and therefore have great importance in 

determining personal identity[6].  Depending on the 

patterns of the lines in the palm print, it is determined 

whether the two images are of the same person, and 

this is known as distinguishing palm print[5]. 

Figure(1) shows features that can be extracted from 

low-resolution and figure(2) show features that can 

be extracted from high resolution palm print 

images[4]. 
 

 
Fig. 1: feature of low resolution image 

 

 
Fig. 2: features of high resolution image 

 

3. Literature review 
in 2003, David Zhang et.al. published their research 

"on line palm print identification" to distinguish 

people in real time and then applied CCD camera-

based palm print device to take pictures of the palm 

print. To represent the low resolution palm print 

image and the matching different palm print images 

2d Gabor phase coding was used to extract the 

properties of palm print tissue. the hamming distance 

has been used for matching[3]. 

Tee Connie et.al In 2005 presented their research "an 

automated palm print recognition system" suggesting 

an automatic system to recognize the palm print 

relying on the scanner. Many sub space linear 

projection (PCA,FDA,ICA) techniques have been 

selected and compared to analyze the images of the 

palm print in multi-frequency, multi-precision 

representation. Experimental results show that 

applying FDA to the wavelet sub band gives FAR 

and FRR less than 1.356 and 1.492[5].  

In 2008, Adams Kong et.al. Published their research 

"three measures for secure palm print identification" 

in which they addressed three security problems, 

Reissue templets, single restart attacks and database 

attacks. They adopt random routing filter bank as an 

extract feature to create noise-like feature codes to re-

issue forms . The results have shown that messages in 

the forms result are decreased in accuracy[7]. 

"Empirical study of light source selection for palm 

print recognition" was studied by Zhenhua et.al in 

2011 where they presented an analysis of the 

performance of the palm print recognition system 

under 7 different illuminations including white light. 

Experimental results have shown that white is not the 

best light, while yellow and purple light may achieve 

a higher resolution in recognizing the palm print than 

white light[8].  
In 2011, V.Subbiah B, M.A Leo Vijilious published 

their paper" palm print recognition using contour let 

transform energy feature"  providing a new way to 

extract the  region of interest ROI and then apply the 

contour let  transformations to extract features, and 

for the feature-setting process the energy of each sub 

band are calculated. For final biometric classification, 

the Nearest Neighbor Classifier is used. The results 

were promising when the contour let transform 

combined with the energy feature, a high accuracy 

was obtained[6]. 

In 2013, the researcher Hatem et. al. in their paper 

"Palmprint recognition using 2-d wavelet, Ridgelet, 

curvelet and Contourlet", which a comparative study 

was made between image transformations for purpose 

of palm print identifying. The transformation of the 

contourlet got the highest recognition degree, 

followed by the wavelet[4].  

Sampada. A. Dhole, V.H. Patil adopt "palm print 

recognition using contour let transform" in 2015 

where the research aims to analyze the performance 

of the palm print recognition  system using contourlet  

features. The results have shown that using the 
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contourlet and then the PCA for the purpose of 

reducing the dimensions gives a greater effect than 

using only the PCA[2]. 

In 2017, the researcher Pawan et.al. published their 

paper "Palmprint recognition using binary wavelet 

transform and LBP representation" Where they 

suggested  a system for distinguishing the palm print  

by relying on the binary wavelet transformation due 

to its ability to represent the edges well, and the 

researcher obtained an genuine rate of 98%[9]. 

In 2020 palm print recognition goes to be done 

mechanically using high robust technique, Poonam  

and et. Al.  in their research, "palm print recognition 

using robust template matching" yields better results 

in terms of Correct Recognition Rate (CRR) and 

Equal Error Rate (EER)[1].  

Also in 2020, Fei, L., Zhang B.,et. Al. Published their 

research "feature extraction for 3-d palm print 

recognition" where palm print recognition goes over 

to match a 3d direction. The researcher touch this 

point and present a comprehensive overview of 

feature extraction and matching for 3-d palm print 

recognition[10].  
4. Feature extraction 
Feature extraction process refers to obtaining higher-

level information for an image, such as texture, color, 

and shape. Features contain information related to the 

image and will be used in image processing (such as 

search, retrieval, and storage)[11]. The process of 

converting the entered data into a set of features is 

called (feature extraction). Obtaining the most 

relevant information from the original data is the 

main goal of extracting features, and that information 

is represented in a less dimension  area, especially 

when the entry data is very large so that it cannot be 

processed and it is suspected to be duplicated, so it is 

converted into a feature vector which classified into 

two main categories[12]:- 

 global feature: - It is divided into two 

categories[12]:- 

1. Topological such as projection profiles and 

number of opening. 

2.  Statistical such as invariant moment. 

 local feature:- such as  branches, joints and 

concave and convex parts 

Tuceryan and Jain have divided feature extraction 

methods into four main categories[11]:- 
 structural domain:- The textures are represented 

by primitives and (micro texture) And the hierarchy 

of the spatial arrangement of the primitive (macro 

texture) . 

 statistical domain:- According to the non-

deterministic properties that manage the distributions 

and relationships between the gray levels of an 

image, statistical methods indirectly represent the 

texture. This technique is one of the first ways to see 

a machine vision. 

 model-based method:- Model-based texture 

analysis such as fractal mode and Markov based on 

building images that can be used to describe the 

texture. These methods describe the image as a linear 

combination of a set of basic functions or as a model 

of probability. 

 transformation based method:- In a transform-

based mode, an image is represented in a space whose 

coordinate system has an interpretation closely 

related to texture properties (such as frequency or 

size). These methods depend on transformations such 

as Fourier transform, Gabor and wavelet transform, 

and the most widespread and preferred tool by 

researchers is the wavelet transform. 

5. Curvelet transformation  
The curvelet transform proposed by Candes and 

Donoho, It was developed to overcome the 

limitations that appeared in the traditional multi-scale 

representations[13]. The curvelet transform is a 

multi-resolution transformation method associated 

with computer vision and image processing. The 

curvelet transformation is a multi-scale geometric 

directional transformation that allows for non-

adaptive sparse representations of objects that have 

edges[13]. The Fourier series sparsity concept has 

been destroyed by discontinuities. To reconstruct the 

discontinuities in the Fourier series with good 

accuracy, a large number of terms are required.  the 

wavelet found  to solve the Fourier series problem as 

it is localized and multi scale. Although the wavelet 

transformation is good at representing unique points 

in 1D and 2D signals, it fails to efficiently detect the 

curved singularity. The curvelet transform has been 

specially developed to represent objects that contain 

curves, i.e. objects that appear smooth except for 

discontinuities along a general curve, where images 

containing edges are a good example of such a 

type[14]. Figure (3) illustrates the edge representation 

ability of wavelet transform (A) and curvelet 

transform (B). Note that to represent the edge, more 

wavelets are required because of their square shape 

compared to curvelets, which are elongated needle 

shape[14]. 
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Fig. 3: illustrates the edge representation ability of wavelet transform (A) and curvelet transform (B). 

 

The curvelet transform opens the possibility to 

Analyze an image with different block sizes, but with 

one transformation. The image is Analyze into group 

of wavelet bands, and then each band is Analyze by 

means of local ridgelet transform, as the size of the 

blocks can change at each scale[15]. 

The curvelet transformation algorithm is summarized 

by the following steps[16]: - 

1. For obtain sub band , the image is passed to the 

filter as shown in equation(1): - 

f→ (𝑃0𝑓, ∆1𝑓, ∆2𝑓, … . ) .    … . (1) 

The band pass filter is close to frequency's [2
s
, 2

2s + 2
]. 

2. Smooth   partitioning: - Every sub-band on which 

windows are precisely passed as squares of the 

appropriate scale or level.  

3. Recalibration:- Each resulting square is 

recalibrated according to the scale unit. 

4. Ridgelet analysis:- Using Ridgelet transformation, 

each square is analyzed. Figure (4) shows discrete  

curvelet first generation(DCTG1)[15]. 

 

 
Fig. 4: illustrates the block diagram of DCTG1 

 

6. Invariant moments 
Standard moments definition has the form of the 

projection of f (x, y) to the monomial term x
p 

y
q
. The 

base group x
p 

y
q
 is not orthogonal, and thus 

recovering the image from these moments is 

computationally complex and extremely difficult, in 

addition to the information content of m
pq 

possessing 

a degree of redundancy[17]. To overcome the 

problems associated with standard moments, teaque 

proposed orthogonal moments that depend on the 

theory of orthogonal polynomials. Zrenik's moment is 

a class of orthogonal moments[17]. Zernike moments 

has many characteristics that make it suitable for use 

in image analysis and pattern recognition, as it is 

orthogonal and  not affected by image rotation in 

addition to the ease of creating it in random 

order[18]. 

Zernike introduced set of complex polynomials 

forming an integrated set on the unit circle (x2 + y2 = 

1). Equation (1) indicates the form of this 

polynomial[17]. 

𝑉𝑛𝑚(𝑥, 𝑦) = 𝑉𝑛𝑚(𝜌 sin 𝜃 , 𝜌 cos 𝜃) =
𝑅𝑛𝑚(𝜌) exp(𝑗𝑚𝜃) … . (2)  
Where n represents the order it is either zero or a 

positive integer, m represent repetition, and it is 

either a positive or negative integer subject to two 

conditions, n-|𝑚| =even and |𝑚|<=n 

P:-  is the length of the vector from the origin to the 

pixel at the point (x, y). 

ϴ :- represents the angle between the vector p and the 

x axis. 

Rnm:- denotes the radial polynomial and is 

represented by the equation(3)[18]. 
𝑅𝑛𝑚(𝜌) =

 ∑ (−1)𝑠  
(𝑛−𝑠)!

𝑠!|(
𝑛+|𝑚|

2
−𝑠)!(

𝑛−|𝑚|

2
−𝑠)!

 𝜌𝑛−2𝑠(𝑛−|𝑚|) ̸2
𝑠=0    … (3)   

Whereas   

𝑅𝑛,−𝑚(𝜌) = 𝑅𝑛,𝑚(𝜌)             
These polynomials are orthogonal and satisfy 

equation (4)[17]: - 

∬  
𝑥2+𝑦2≤1

 [𝑉𝑛𝑚 (𝑥, 𝑦)]∗ 𝑉𝑝𝑞(𝑥, 𝑦) 𝑑𝑥 𝑑𝑦 =
𝜋

𝑛+1
 𝛿𝑛𝑝𝛿𝑚𝑞       … (4)  

Whereas 

𝛿𝑎𝑏 =  {0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
1          𝑎=𝑏  

The projection of  image function on this orthogonal 

basis function  represents zernike moments and is 

explained by equation (5):- 

𝐴𝑛𝑚 =
𝑛 + 1

𝜋
∬  

𝑥2+𝑦2≤1

𝑓(𝑥, 𝑦)𝑉𝑛𝑚
∗ (𝜌, 𝜃) 𝑑𝑥 𝑑𝑦   … . (5) 
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As for the digital images, it is explained by 

equation(6).   

𝐴𝑛𝑚 =
𝑛+1

𝜋
∑ ∑ 𝑓(𝑥, 𝑦)𝑉𝑛𝑚

∗ (𝜌, 𝜃),𝑦𝑥      𝑋2 + 𝑌2 ≤

1  … . (6)  
When the moment of Zernike is calculated, the center 

of the image is determined first, then the coordinates 

of the unit circle range are determined, as the points 

outside it are neglected and are not taken into 

consideration when calculating[18]. 

Zernike moments has many advantages for uses in 

digital image processing applications, including[19]: - 

1. Zernike moments  provides a unique description 

of the object with little redundancy of information. 

2. The possibility of rebuilding images perfectly. 

3. Zernike moments  are not affected by rotation. 

4. Compared with HU moments , Zernike moments 

are more flexible, accurate and easier to rebuild. 

5. The use of Zernike moment is good in shape 

recognition applications due to its properties, as its 

constants can be calculated independently without the 

need to calculate the low order constants. 

6. For the purpose of obtaining a good descriptor for 

a given database of images, orthogonal properties 

allow the evaluation of the order required to calculate 

the moments. 

7.  Proposed algorithm 
The proposed algorithm based on the curvelet 

transformation  included two main phases in order to 

determine the personality directly dependent on the 

characteristics of the palm print  images, as follows: - 

 Data base preparation phase  

1. Nine left and right hand images are acquired for 

each person. 

2. The region of interest is specified for each image. 

3. An adapt histogram is applied to the ROI  images 

to improve the color contrast of the images. 

4. The SOBEL operator is applied and 

morphological operations are performed on the 

images to show the lines of the palm.  

5. The images are analyzing by adopting the curvelet 

transformation. 

6. The low frequency coefficient are taken. 

7. Moments were calculated for these coefficient. 

8. Moments are stored in the database where each 

person will have nine rows in the right-hand database 

and nine rows in the left-hand database. 

 Evaluation phase 
1. One images of the left and right hand of the 

person to be tested is acquired. 

2. The region of interest is determined for the left 

and right palm images. 

3. An adapt histogram is applied to the image of the 

region of interest. 

4. A SOBEL operator is applied and the 

morphological operations are performed on the region 

of interest. 

5. The images of the region of interest will be 

analyzing by adopting the curvelet transformation. 

6. The low frequency coefficient is specified. 

7. The moments of these coefficient are calculated. 

8. The moment values are compared with the 

previously stored databases for the left and right 

hands. 

9. If the MSE value, correlation value and the 

Euclidean distance fall within the threshold limit 

specified in advance, a message will appear stating 

that, and on the contrary, new entries are added in the 

two databases for the new person. All vectors are 

approved for the purpose of measuring performance 

efficiency in order to determine personality. The 

linear correlation coefficient has been used and is 

illustrated by the equation(7): 

𝑟𝑥𝑦 =
𝑛 ∑ 𝑥𝑖𝑦𝑖

𝑛
𝑖=1 −∑ 𝑥𝑖

𝑛
𝑖=1 ∑ 𝑦𝑖

𝑛
𝑖=1

 √𝑛 ∑ 𝑥𝑖
2𝑛

𝑖=1 −(∑ 𝑥𝑖
𝑛
𝑖=1 )

2
√𝑛 ∑ 𝑦𝑖

2𝑛
𝑖=1 −(∑ 𝑦𝑖𝑛

𝑖=1 )
2

         … . . (7)  

Where  

n=Quantity of information.  

∑ 𝑥 =Total of the first variable value.  

∑ 𝑦 =Total of the second variable value.  
∑ 𝑥𝑦 =sum of the product of first and second value.     
∑ 𝑥2 =sum of the squares of first and value.     
∑ 𝑦2 =sum of the squares of second and value. 

8. implementation steps 
 Building the database 

In this example the steps that were listed in the 

previous example are adopted, but here the selected 

images are analyzed by the transformations of the 

curvelet with different levels and different sizes. 

Through the study of the curvelet factors, it was 

found that the lowest level, which contains the low 

frequencies, has extensive data for the image of the 

palm, and accordingly it was adopted in the 

personality detection by applying the following 

steps:- 

First step: - acquiring images and determining the 

region of interest, nine images will be acquired for 

the left hand and nine for the right hand as shown in 

figure(5), figure(6), figure(7) and figure(8). 
 

 
Fig. 5: detect ROI of left hand 
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Fig. 6: detect ROI of right hand 

 

 
Fig. 7: ROI of left hand 

 

 
Fig. 8: ROI of right hand 

 

second step: - the initial treatment where an adaptive 

histogram of the images will be taken and then apply  

the SOBEL operator in addition to performing the 

morphological operations on the images to show the 

lines of the palm as shown in figure(9), figure (10), 

figure(11) and figure(12). 
 

 
Fig. 9: histogram equation of left hand 

 

 
Fig. 10: histogram equation of right hand 

 
Fig. 11: edges of left hand 

 

 
Fig.12: edges of right hand 

 

Third step: - calculate the curvelet coefficients of the 

images and determine the first coefficient as in 

figure(13) and figure(14). 
 

 
Fig. 13: first coefficients of the left hand 

 

 
Fig. 14: first coefficients of the right hand 

Fourth step: - calculate seven moments for the first 

coefficient of curvelet transform and add an person’s 

entry to the database (nine rows for the right left hand 

and nine rows for the right hand) as shown in the next 

section. 

9. Result discussion 
Table (1), figure (15) and table (2), figure (16) show 

the values of moments for the first person in the 

database. 
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Table 1: show information of first person for the left hand 

M7 M6 M5 M4 M3 M2 M1 name id  

0.006514 0.016965 0.007256 0.007534 0.023873 0.023675 0.012918 ali 1 Im1 

0.005063 0.014501 0.00454 0.003843 0.021329 0.021326 0.011091 ali 1 Im2 

0.007082 0.016602 0.010391 0.008173 0.024162 0.021856 0.013282 ali 1 Im3 

0.008896 0.016844 0.006863 0.005995 0.021449 0.026499 0.014068 ali 1 Im4 

0.00847 0.014339 0.006664 0.007941 0.025817 0.025144 0.012063 ali 1 Im5 

0.003876 0.018731 0.007637 0.005756 0.024734 0.024953 0.010664 ali 1 Im6 

0.009594 0.01975 0.011841 0.012416 0.025435 0.024218 0.015017 ali 1 Im7 

0.008564 0.013232 0.008866 0.004233 0.021854 0.028275 0.012814 ali 1 Im8 

0.008803 0.016451 0.006753 0.00761 0.023009 0.021117 0.012482 ali 1 Im9 
 

 
Fig. 15: moments for the left hand 

 

Table 2: show information of first person for the right hand 
M7 M6 M5 M4 M3 M2 M1 name id  

0.007464 0.01014 0.01573 0.008815 0.017756 0.027199 0.00607 ali 1 Im1 

0.005119 0.011241 0.01381 0.012548 0.01569 0.024773 0.004661 ali 1 Im2 

0.008187 0.010937 0.01458 0.010344 0.015713 0.029789 0.003479 ali 1 Im3 

0.010267 0.011256 0.018696 0.012522 0.018305 0.025993 0.004733 ali 1 Im4 

0.009515 0.00985 0.017179 0.012026 0.016846 0.0275 0.004891 ali 1 Im5 

0.006862 0.008974 0.01268 0.010745 0.015141 0.02721 0.005494 ali 1 Im6 

0.008294 0.00982 0.014033 0.007911 0.018807 0.030657 0.006223 ali 1 Im7 

0.011203 0.012565 0.021546 0.010866 0.017625 0.030669 0.006442 ali 1 Im8 

0.012677 0.010117 0.016963 0.011536 0.020152 0.030562 0.005407 ali 1 Im9 
 

 
Fig. 16: moments for the right hand 

 

The effect of the change in the dimensions of the 

region  of interest has been studied, database which 

was built to includes 15 persons for each of the 

dimensions mentioned in table(3), the table shows the 

values of the Euclidean distance with threshold 

of(0.006), in addition the mean square error with 

threshold value of(6*e-06)  and  correlation 

coefficient fixed to threshold value of(0.0097), after 

performing the test on a person which was previously 

registered in the database(person no=1).Table(4) 

show the values for 5 first five persons in data base 

with 192*192 ROI dimensions and plotted in 

figure(17),figure(18) and figure(19). 

 

Table 3: shows value of Euclidean distance,MSE, correlation coefficient of first person 

dimension 

Euclidian distance MSE Correlation coefficient 

L-H 
p. 

no 
R-H 

p. 

no 

L-H 

*e-7 

p. 

no 

R-H 

*e-07 

p. 

no 
L-H 

p. 

no 
R-H 

p. 

no 

32*32 0.0323 3 0.0161 13 1493.8 3 370.7 12 0.9137 7 0.9450 8 

64*64 0.0148 1 0.0090 1 311.4 1 115.53 1 0.8124 13 0.9562 4 

128*128 0.0095 1 0.0094 1 130.28 1 34.92 1 0.9705 1 0.9795 1 

192*192 0.0046 1 0.0024 1 30.210 1 8.3812 1 0.9941 1 0.9959 1 

220*220 0.0046 1 0.0041 1 30.838 1 23.693 1 0.9687 1 0.9840 1 
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Table 4: shows value of Euclidean distance,MSE, correlation coefficient for 5 persons in DB 

Person no 

Euclidian distance MSE Correlation coefficient 

L-H 
p. 

no 
R-H 

p. 

no 

L-H 

*e-6 

p. 

no 

R-H 

*e-06 

p. 

no 
L-H 

p. 

no 
R-H 

p. 

no 

1 0.0046 1 0.0024 1 3.0210 1 0.83812 1 0.9941 1 0.9959 1 
2 0.0024 2 0.0057 2 0.84160 2 4.607 2 0.9916 2 0.9927 2 

3 0.0034 3 0.0042 3 1.6084 3 2.5030 3 0.9883 13 0.9915 3 

4 0.0040 4 0.0043 4 2.2902 4 2.6885 4 0.9887 4 0.9891 4 

5 0.0040 5 0.0045 5 2.3102 5 2.8990 5 0.9870 5 0.9796 5 
 

 
Fig.17: Euclidian distance values 

 

 
Fig. 18: MSE value 

 

 
Fig. 19: correlation values 

Table (3) and table(4) is an example of the checks 

carried out on 5 people for the right and left hands, as 

it shows the results of the examination for a different 

images of a persons previously registered in the 

databases. 

The table(3) show that the use of dimensions 32 * 32 

is not useful in the process of distinguishing as its 

results are far from accurate result. Increasing the 

dimensions to 64 * 64 led to a clear improvement in 

the process of recognition, but the results remained 

far from the pre-set threshold. Using the 128 * 128 

dimensions leads to good recognition results, so we 

recommended to be used. The dimensions 192 * 192 

yield better recognition, so it is highly recommend in 

personality authentication. 

Finally from above results it is evident that the use 

Euclidean distance in matching process   gives more 

accurate results than using the correlation coefficient. 

where the results of the mean square error support the 

results of the Euclidean distance. 

10. Conclusion 
It was found through the results that adoption of the 

curvelet transformation as a primary treatment of the 

images acquired through their decomposition into 

their primary factors led to a concentration in the 

palm print information, which clearly contributed to 

give a high degree of recognition, as it was found that 

the dimensions 192 * 192 were the most suitable 

dimension to in determine the personal identity. 

11. Future work 
 Through the results obtained and the conclusions 

that were mentioned, the possibility of adopting the 

proposed algorithm in some real applications to 

identify persons. 

 The possibility of using it in the security services. 

 The possibility of developing it by adopting other 

image transformations, and then comparing the 

results to reach more accurate results. 

 The possibility of substituting Zernike moment 

with the characteristics of the fractional dimension in 

order to extract the properties of palm print tissue. 
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 المصادقة الشخصية باعتماد تحويلات الكيرفليت لعزوم بصمة الكف
 السيف ابراهيم خليل، خالدة بشير علي 
 العراق الموصل , جامعة الموصل ,،  كلية علوم الحاسوب والرياضيات

 

 الملخص
ت يوفر تحويلات الصورة معنى عميقًا لميزات الصور، حيث ظهر العديد من أنواع تحويل الصور في سنوات العقد الماضي، أحدها تحويل الكيرفلي

تعتمد المصادقة الشخصية على المعلومات البيومترية لتكون  .تقنيات معالجة الصور خاصة في مجال استخراج الميزاتالذي يعمل على تحسين 
سة العزوم واحدة من المعاملات الرئيسية في هذا المجال. تعد بصمة باطن الكف أحد الأساليب الرئيسية لتحديد الهوية الشخصية. لذا تم اعتماد  درا

تم بناء مرحلتين  حصول على نظام عالي الكفاءة لأنظمة التمييز.من اجل اللات تحويل الكيرفليت لصورة باطن الكف المعتمدة المستخرجة من معام
بيانات لـ رئيسيتين في هذا البحث باعتماد العزوم لمعامل التردد المنخفض للكيرفليت لتحديد الهوية الشخصية. في المرحلة الأولى، تم بناء قاعدة 

لليد اليمنى( ،تمت معالجة الصور لاستخراج  منطقة الاهتمام  9لليد اليسرى و  9صور لكلتا اليدين ) تسعشخص عن طريق الحصول على  50
  معامل سوبل ثم ومن التكيفي التكراري  المدرج تطبيق يتم مربع بناءً على مركز الكف. شكلمن خلال البحث عن النقط المركزية للكف ثم تم تحديد 

يتم تطبيق التحليلعلى كل صورة بناءً على تحويل الكيرفليت. تحديد معامل التردد المنخفض  .الكف باطن ميزات لإبراز المورفولوجية العمليات يذوتنف
قيمة(،  156( ثم تخزينها في ملف قاعدة البيانات )بحيث يكون لكل شخص ةصور  18حساب العزوم لكل صورة ) )الذي يحتوي على التفاصيل(.

التي تم اجراؤها في في حين أن المرحلة الثانية هي مرحلة الكشف، والتي تطبق نفس الخطوات  ى هذه المرحلة إعداد قاعدة البيانات الشخصية.تسم
  .ثم البحث من خلال قاعدة البيانات  عن أقرب شخص إلى الشخص الذي تم اختباره المرحلة الاولى

مختلفة. كما  استحصال شخصًا بظروف 50٪ عند تطبيقه على 96تقييم النظام تم بواسطة المقاييس الإحصائية حيث اظهر نتيجة جيدة تصل إلى 
 .192*  192موصى به  دوالتي تودي الى بعتم دراسة تأثير تغيير ابعاد منطقة الاهتمام مع كل يد على حدى وايضا الدمج  بينهما 


