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Introduction
Topic of the non- linear time series is the most
important and detailed topics in the last three
decades. For the simple reason that most of the
phenomena studied are non-linear to be closer to
reality and to give more accurate explanations than
linear models, Moreover, these models show the
characteristics of this nonlinear nature and the most
important nonlinear properties are

1. Jump phenomena which appear clearly in
.Duffingéquations .

%(t) + cx(t) + ax(t) + px3(t) = Fcoswt
where c,a, B are real constant, ¢ x(t) is the damping
force , Fcos(wt) is the external force and ox(t)+8x3
(t) is the restoring force
2. The amplitude frequency dependent which cause
a jump phenomena
3. The existence of a limit cycles This behavior is
characterized by the following van der pol equation

%(t) — BI1 —x%2()]x(t) +ax(t) =0

A local linearization method is used to approximate a
non- linear dynamical system near its fixed point to a
linear dynamical system
Consider the van der pol equation:
X+ (x2—Dx+x=0 ...(1.1)

put x=y we may rewrite (1.1) in the standard state
space form with (x,y)” as the state vector, then we
get the following system

x=y
y=1-x)y-x .. (1.2)

The only fixed point of the system (1.2) is the origin
and the solution at this pointis x =0,y =0

than one.
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This article deals with proposed nonlinear autoregressive model based

on Burr X cumulative distribution function known as Burr X AR (p), we
demonstrate stability conditions of the proposed model in terms of its
parameters by using dynamical approach known as local linearization
method to find stability conditions of a nonzero fixed point of the
proposed model, in addition the study demonstrate stability condition of a
limit cycle if Burr X AR (1) model have a limit cycle of period greater

The first two term of Taylor expansion about this
point gives local linearization as:

X X
[y] L0 [}] -(13)
0 1
—2xy 1—x2
Therefore around the origin the local approximation
of van der pol equation is

X —x+x=0
The article proposes a new time non-linear time series
model named Burr X AR(P)and study the stability
conditions of a non-zero singular point of this model .
Also we study the orbital stability of a limit cycle
when the model possess a limit cycle of period
greater than one.
2-Preliminaries
Most of proposed nonlinear autoregressive time
series models based on one smooth function that
jump smoothly from 0 to 1, then all distribution
function are useful to represent the nonlinearity of
these models . In this article we proposed a new
nonlinear autoregressive time series model based on
Burr X distribution function.
Let us consider the Burr X distribution with two
parameters, the cumulative distribution function of
this distribution has the form
F;a,)=(1—e @@ x>0 a>0,1>0
.. 2.
Where a is the shape parameter and A the scale
parameters. [10], [11].
The cumulative distribution function of Burr X
possess the following properties

where L(Xy)= [_ 1
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1-  limye(1 — e *)a=0 5-  limy,o(1 — e~ @M@ =0
. P . . .
2 limy,(1 — e-@)%)a=g The last model two properties are very important in
. xya our proposed and fig (2.1)
3- limgo(1—e ) =1 illustrate the roles of parameters o and A
. — 2
4- limy,(1 — e @W)%ya=g
Burr type X c.d.f for a different values of Iam ; Burr type X c.d.f for a different values of alpha
09 P g
08 2
£/ F
0.7 ;f X
0.6 : xX
0.5 *?‘6 } ><X
oa i/ 4
0.3 f‘l‘f‘ r
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Fig (2.1): Burr Type X cumulative distribution function with different values of a and 4
DEfinition 21 xt + alxt_l + azxt_z + -+ apxt_p = Zt . (25)

Let {x.} be a discrete time series and t=+1,+2,43,...
the Burr X AR(P) model is defined as follows:

_ 2
Xy = Z?ﬂ((l’i +m(1—e (Axe-1) )¥) Xy t+ 24

(2.2)

Where  {z,} is  white noise process,
a and A are shape and scale parameter,
{p;}and{m;},i =123,.... p are the model

parameters.

In fact all nonlinear autoregressive discrete time
series models can be represents as:

Xe = f(Xem1s Xpmgsen s Xemps Zg) ... (2.3)

Where Z,~iidN (0, cZ) and f be a nonlinear function
Definition 2.2

A fixed point yof x, = f(xe_1,Xe—2,..., Xe—p) 1S
defind as a point for which every trajectory of
Xe = f(X¢—1,X¢—2,-.., X¢—p) SUfficiently closed to
y approaches it either for t—> coort - —oo . If it
approaches y for t - oo , then y is a stable fixed
point, and if it approaches y for t - —co , then y is
unstable singular point. [12], [13]

Definition 2.3

A limit cycle ofx, = f(x¢_1,X¢—2,+ 0, Xe—p)
defined as a closed isolated trajectory

Xpr X1 1Xea2 seee s Xerg= X 4 > 1...(2.4)
Where g is a smallest positive integer satisfying (2.4)
known as the period of a Ilimit cycle and

(x1+mq 'x2+mq' 'xp+mq)= (xlrxz X3 5eeee s xp)
for any integer m where the points x;,x, X3 ,...., X,
belongs to the limit cycle . A limit cycle (2.4) is
stable if every trajectory sufficiently closed to the
limit cycle approaches it for t — oo and the limit cycle
is unstable if every trajectory sufficiently closed to
the limit cycle approaches it for t » —oo . [12], [13]

is

The stochastic process {X,} is called p- order
autoregressive process and denoted by AR(p) if it
satisfies the following stochastic difference equation

92

Where z,~ iid N (0,0¢) and a, ,ay, ..., a,are real
constants .

By using a Backward shift operator (2.5) written as:

a(B)x, = z;

Where the polynomial «(B) = 1+a;B + a, B® +
e apZBP

The general solution of the (2.5) is the sum of
complementary function f(t) and particular solution
a 1(B)z, ,i.e

xe = f() +a™'(B)z
f(t) isthe solution of homogeneous part of (2.5) ;
a(B)x, = 0 and has the form
f@) = Ayvf + Av5 + -+ Ayv)

Where Ay, A,,...,Ap are an arbitrary constants
and vy,vy,..,v, are the roots of the characteristic

equation
v =3 a;vPT =10...(2.6)

and the particular solution is the solution of
nonhomogeneous difference equation (2.5) has the
form x, = a~1(B)z, is called the stationary solution
. The AR (p) defend by (2.5) is asymptotically
stationary if lim,_, f(t)=0. This limit equal to zero
if |y<1for i=12,..,p,in another word all
roots of (2.6) lies inside the unit circle.[14]

3- Stability condition of Burr X autoregressive
model (Burr X AR(P))

In this paragraph , the stability conditions of proposed
time series model (2.2), the first step deals with the
existence of a nonzero singular point of the model
and the second step consist of finding the stability
conditions of the nonzero singular point. In addition
we find the stability condition of a limit cycle when
the model possesses a limit cycle.

Burr X AR (p) model can easily applied for any kind
of nonlinear damping system. When x,_; changes in
approaches between 0 and oo , the coefficients of the
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characteristic equation changes between Y!_, ¢; and
X+ m) .

To find the non-zero fixed point of the of the
(2.2) according to the definition of fixed point we put

x; =y fors=tt—1,..,t —p , then model (2.2)
became

a
y=Yr, [(pi +m(1- e‘uy)z) ]y ERD)

Note that the white noise {z,} is suppresses clearly
y=0 is the fixed point of the model and to find a non-
zero fixed point

1=37, [‘pi +m(1 - e_Azyz)“]

1—2?_1% _1292\%
=17 = 1 —e y
ST (p )
Letk= =2=1% then In(1—e~#*)"=Ink
Zi=1ni

In (1- e"lzyz): %: In k%

and we get

1 1
y=t= [In ( )
2\

Note that in the case of the random variable of the
time series {x,} is positive the non-zero singular point

y=7 [In (—1 1> . (32)
1-ka
The non-zero fixed point y is exists if ! >0
1-ka
1
that’s mean ke < 1 and since a > 0 which implies
that0 < k <1

Then the non-zero fixed point y for Burr x AR (P)
exists if
1- Zp 1 Pi
o
PROPOSITION 3.1
The non-zero fixed point of Burr X AR (P) modelis
stable if the roots of characteristic equation z? —
Y7.1h;zP~/ =0 lies inside the unit circle where

0< <1 .. (3.3)

“2aln(1 — ke) & lfu)

h,- ¢, +kmy -
ka
Y1 00) (34
- 1- Zl Pi
hi- ;+km ,j=2,3...p and k= Zf’—ll
.. (35)
Proof:

Closed to the non-zero fixed point of the model say it
y we consider the vibrational difference equation in
the neighborhood of y by setting x; = y + y, where
the radius of the nieghbourhood y, sufficiently
small such that |y,|* - 0for n=> 2 for s=t, t-1, ...
t-p by replacing x,_; by y+y,_; for, i=
0,1,2,3,...,p in Burr X AR(P) model (2.2) after the
white noise be suppressed we get

_20+ye-1)?
v =Eale + (1= e ()
. (3.6)
2
And by using Taylor expansion of e=***"*"" we
get
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a
e~y o=22%yyi-1p —/123':2-1)

a1-
e—‘““”‘l)z)“:@

:(1 _ (1 — ke ) (1 = 22%yy,_,). 1)a

. 2.2 2.2 1
Since e Vt-1 zZe® = 1 and eV = (1—ka)

After some algebralc treatment we get

2 i
(1- e—ﬂz(y+ys—1) =1+ 222yy, 4 <1 11( > K
ka

i

o A Ka
=k + k32, C | 242y, 1(1 )
ka

1
=k +k. C‘f 22%yy,_, (1“1‘“)
ka

l 2
k [C; <4A4y2yt2_1. (1;#) >]+

But y2_, - 0 then
1
1- e"lz(ﬁyt‘l)z)“: k + 2kal?yy,_, (1—11«1)
ka
...(37)
And by substituting (3.7) in equation (3.6) we get

Y+
?:1[‘/’1‘ +

1
;| k+ 2kar’yy,_ 1( 1) 1 Or+ye-)

ka

Y+ye= vy e vy Yim
+Zf:1 Qi Vet Zl (TR Yt

2ka/12y2yt 1<1 11( ) ?1”1"'
ka
1
1-ka
Zka/l yyt 1( kl ) f1T[l yt i

But |y;—1ye—i | >0

1-37_ ¢
I

1- ZL 1 Pi
2 m

2z In(1 -

y+y=yX ety ¥l m

e—it

+ Z?—l Qi Ve—it Zf—l T
1- Zl 1Pi 42
2a725, ) A (
1
1 1-ka
ka) )< T )Z?:lﬂi Yi-1
ka
Ve Y (@i k) yeo
1
1 1-ka
ka) < T )(1 _Zil(l’i) Ye-1 ---(3.8)

ka
Or = Z?:l hi v
Which is a linear difference equation of order p and

2aln(1 —

h1= (pl + k T[l —2(1(1 - Zipzl (pl ) 1[1(1 -
)

ka )
hj: (p]+k7T] ,J=2,3,...,p
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And the non-zero fixed point of the Burr x AR (P)
model is stable if all the roots of the characteristic
equation z” —Y7_ h; zP~/ = 0 has absolute values
lessthanone, i.e |z;| <1 for i=123,..,p.0

In the following proposition , the stability condition
of a limit cycle when

Burr X AR (1) has a limit cycle of period g > 1
Proposition 4.1

If Burr X AR (1) Model has a limit cycle of period q
, then the model is orbitally stable if

2252 . \%
|H?=1 ()01 + Ty [( 1—e A xt+]_1) +
92,2 92,2 a-1
2kt g0 s (1 e )|

Proof
Consider the following Burr X AR (1) model

a
Xt = Q1% + n1(1 - e"lzx?—i) Xe_1+Z;
... (3.10)
Where z,~iidN(0,02)
Let xg, Xpp1, Xpi2s o0 Xesq = X¢ DE @ limit cycle of
period g > 1, closed to each point of a limit cycle x
, s=tt+1,..,t+q. let y; be the radius of a
neighborhood of x, sufficiently small such that
ys > 0for n>2 and for s=tt+1,..,t+q,
replacing xg in (3.10) by x, + y, for s = t,t — 1 after
suppressing a white noise we get
Xt + Yt
P11 +ye1) +
m (1 - e"lz(’cf—fryf—l)Z)a(xt_1 +Yi_1) ... (311
But (1- e—lz(xt—1+Yt—1)2)a =

(04
(1 —e -A2x}_4 e —2A%x¢_1Yt1 e —123&2—1)

<1

By using Taylor expansion and since y2 , — 0
(1 _ e—AZ(Xt—1+Yt—1)2)a :(1 _ e—lzx?—l(l _
2 a
22°%_1Ye-1) )
. i
1+ X2, ¢ (e_lzx?"l(l - 2/12xt—1)’t—1))
1—  Cfe™™ (1 —28x 1)+ CF
e_ZAZx?‘l(lz— 2%%1Ye-1)?
_Céle_?’lzxt_l(zl 2_ lext—lyt—zl)zs + -
= 1— Cffe™ =1 4+ 2Cf e ™ &1 2%x, 1y, 4 + C5

e 2t _4)2¢F e 21y, 1y, .+ 4XACS
e 2AxE1 x2 y2 —CFe~3Axi +47%c¢
e =34t Xe1Vee1  —4ANCE e~3H 5t Xf1 Vi
+202C8 e 3% x, Ly, — BA*CE

2.2 2.2
e 3 to1 xZ YR | +82°CY e i Py 4o
Since y[*.; = 0 forn = 2 then
2,2 a
(1 — e M1 (1 = 2%, 1 Y1) )
C{"e‘)‘z"?—1 + Cf‘e'lzx?—l — ijf"e')‘z’cfz—1 +- 4+
2.2
CEe A *t-102x,_1y,_4 —CF42?
2.2
e N1 x 1y
2,2
+CE6A% e 3V X1 1y, 4 o

1-—

TJPS

(1 - e‘lzx?ﬂ)a +

oo i . _12.2 i
2, Cf (—1)l+121/12xt_1yt_1(e 2 xf_l)

a
(1 - e—lzx§_1> —
. sz \D
2% 1Ye-1 Diz1 CF i(—l)l(e_}“ xt—l)

. i
But for the sum 72, Cf i(— 1)l(e—129@_1)
Leti=s+1 ati=1,s = 0andthen

oD () =

94

(s + 1)(—1)5+1(e—12x?—1)s+1

(a—1)! _ s _Azx2_ s
s! ((a—l)—s)! ( 1) (e ‘ 1)

= —ae it (1432, 5t (-1 (e M)

(1))

o a!
Lszo (@=(s+1)! (s+1)!

—A2x}_ | yoo
—ae t-1 Zs:O

= —ae
By substitute (3.12) in (3.11) we get

a
(1 - e_lzx?'l(l - lext—lyt—l)) = (1 -
e"lzx?-l)a +
a-1
2 a N2 e Axia (1 - e"lzx?—l) Xp 1 Vi1

(3.13)
Now return to (3.11) and substitute (3.13) in it we get

Xe Ve = Q1Xp—q1 T @1Ye1 T 14 [(1 -

e—AZxE_l)“ +

2 a 12 e Vi (1 -

e—lzxgﬂ)a_l.xt_lyt_l] (o1 + Yeo1)

X+ Y = [901 + n1(1 - e—/lzx?_l)“] Xe-1 F

2m, o A% e AxEa (1 - e'lzx?—l)a_lxtz_ﬂ’t—l +
P1Ye-1 t 7'[1(1 - e_lzx?_l)ayt_l +

12,2 _,2.2 \@~1
2my a A2 e A ¥ (1 —e™* xf—l) Y2 X4

But yt,—-0 and X = [gol + 711(1 -
e'lzx?—l)a] X¢—, ,then
Ve =

a
[(pl + nl(l — e-ﬂzx?—l) +2my o 12 e~H (1 -

a—-1

e"lz"?—l) xtz_l] Veer ... (3.14)

But this equation is a first order difference equation
with no constant coefficient which is difficult to solve
analytically, then we discuss the convergence of the
yt
Yt+q
if |L| <1

Yt+q

ratio

to zero and this ratio converges to zero
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a
Let T(Xe-1y = [(pl + nl(l - e"lzx?—l) +

a-1
21y a A? e~ (1 - e_Azx?‘l) xt2—1] Ye-1
Then y, =T(X;—1) Y1
Yerr = T(Xe). vt
NowW  yevq = T(Xprg-1)-Yerg-1

Vevq = T(Xt+q—1))' T(Xt+q—2 )'yt+q—2
And after q iteration we get

Vi+q ZH?=1T(Xt+j—1).yt or

=0, T |
Finally the limit cycle (if it exists) of Burr x AR (1)
model is orbit ally stable if

—22x2. . \“*
|H?:1 @, +m [( 1—e 1 xt+1—1) +
2.2 2.2 a-1
202%xE, 4 e A Xtwj-1, (1 —e xt+1‘-1) ]

Example 3.1

we modeled the time series of monthly mean
temperature of Karkuk city for years(1980- 2017),
and estimate the model parameter by using statistca
Software and we obtain the following Burr X AR (1)
model

x; =1.440596x,_4-

0459352(1 _ e—(0.807709.xt_1)2)
(3.15)
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By using (3.3) we calculate k = 0.9592 < 1, then
the nonzero singular point exists and equal to 2.7523
by using (3.2), in other hand we calculate the root of
characteristic equation by using (3.4) and we see that
h, =0.9816209 < 1 and the model (3.15) have a
stable nonzero singular point . Fig (3.1) shows the
convergence of trajectories starting from different
initial values to a nonzero fixed point of the model.
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