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I. INTRODUCTION

The face recognition method has the fascinating
problem of image processing and computer vision.
Facial recognition is generated by input face image
and the saved face image of the recognized face. FER
can be used to analyze the human state, such as in the
driving situation. The emotional state is neutral,
happy, sad, angry, fearful, surprised, and disgusted.
The FER research can be divided into facial
expression detection and facial muscle action
detection. The research has imperative applications
for human-computer interaction, medical treatment,
and virtual reality[1][2].

This paper proposes a Facial Exepression
Recognition system using machine learning that
constructs ensemble classifiers based on JAFFA and
CK datasets. The proposed solution focuses on
feature analysis and classification, where feature
analysis uses the histogram of oriented gradients
(HOG) features, and Principal component analysis
(PCA) is extracted from each facial region. The main
objective is to find an approach that can introduce the
low-dimensional features representing the human
face with enhanced discriminatory power. Then,
support  vector machine, k-nearest neighbor
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algorithm, Naive Bayes classifiers are used as
ensemble classifiers to recognize a certain person's
facial expression.

Il. OVERVIEW OF FACIAL EXPRESSION

The facial recognition process is an action that
humans implement regularly and easily in our
everyday lives. The individual recognition for the
face that appears in the input data is the face
recognition process.

There are four operations in the facial recognition
system: pre-processing, face detection, feature
extraction, and facial recognition. The main goal of
this study was to investigate the performance through
HOG, PCA, and a new ensemble classifier using a
support  vector machine, k-nearest neighbor
algorithm, Naive Bayes classifiers. Figurel gives an
overview of facial expression recognition systems.
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Fig. 1. Overview Of Facial Expression System

I1l. PRE-PROCESSING

Pre-processing of an image is certain low-level
operations that are performed on an image. Pre-
processing is performed for one of two reasons, either
to minimize noise and boost picture data that includes
undesired distortions or to convert the image into
another space where the classification method is
rendered  smoother by  leveraging those
attributes[3][4]. The Histogram Equalization (HE)
approach is used in this article.

Face Detection

The method of face detection can be characterized by
classifying an image area as "face" or "nonface." The
different face detection processes can be described as
‘picture-given, all sides thereof detect (if any), and
their exact locations and dimensions locate[5].

The Viola-Jones method is used for facial detection
that involves a complete vision of the frontal side and
simple brightness changes in the object's properties
[6][7]- The Viola-Jones fagcade detection technique
comprises three principles that permit the best
effective facial detector: the theory of the integral
image of feature co-detection[7][8].
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-

Fig. 2. haar like filter[7]

Fig. 3. Face detection and face parts detection '

IV. FEATURE EXTRACTION

The general performance of the face recognition
system depends primarily on the techniques used to
retrieve facial features. In this article, the histogram
of oriented gradients and PCA are used for feature
extraction.

HISTOGRAM OF ORIENTED GRADIENTS (HOG)

The local aspect and shape of the object can often be
defined by distributing local intensity gradients or
edge directions, even though the corresponding
gradient or edge location is not accurately known.
This statement leads to the definition of the HOG
technology, used in its mature form and widely used
for human detestation in the Transformation of Scale-
Invariant Features (Lowe 2004). (Dalal and Triggs
2005). The HOG descriptor is focused on the
accumulation of gradient direction on the pixel of a
spatially small area called the "cell” and the
subsequent build-up of a 1D histogram whose
combination provides the characteristics of the vector
to be considered. Let L be a gray-scale function that
describes the picture you want to analyze. The picture
is divided into cells N by N and the orientation by N
by x, and the gradient is calculated by the following
rule in each pixel:[9][10]

L,y + 1) —Lix,y—1)
Lix+ 1, vi—Lix—1,%)

Byy = tan™

Successively, the orientations 0 i =1 .. N2 e
belonging to the same cell j are quantized and
accumulated into an M-bins histogram. Finally, all
the achieved histograms are ordered and concatenated
into a unique HOG histogram that is the outcome of
this algorithmic step, i.e. the features vector to be
considered for the subsequent processing[10][11]

In this article, it was proposed two algorithms to
extract features based on HOG and PCA.

In the first algorithm, HOG, and PCA it was applied
to the face area after performing the initial treatment
process and determining the face area using the
Viola-Jones algorithm, as shown in figure 4
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Fig. 4. Face HOG Principal Component Analysis
(FHPCA)
In the second algorithm, HOG, and PCA it was
applied to the parts of the face area after performing
the initial treatment process and determining the parts
of the face area (eye, mouth, and nose) using the
Viola-Jones algorithm, as shown in figure 5.
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Fig. 5. Face Parts HOG Principal Component Analysis
(FPHPCA)
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The final step in a facial expression recognition
system is to categorize facial emotions. Face
processing uses the feature vectors from the face.
Facial features are used to group the features into
various emotion categories[12].

Various machine learning methods could identify
emotions in this paper; we use a support vector
machine, k-nearest neighbor algorithm, Naive Bayes
classifiers to create a new ensemble classifier.
Ensemble methods are learning algorithms that
construct a set of classifiers (base classifiers) and then
classify new data points by taking a weighted vote of
their predictions[13][14].

V. CLASSIFICATION STAGE

Classifier 1

| New Data I
Ensemble
Classifier

Classifier 2

Composite
Prediction

Classifier ¥

Fig. 6. ensemble classifier

RESULTS AND DISCUSSION

Facial Exepression Recognition (FER) models are
tested through two datasets, CK and JAFFA, and
results are evaluated with different evaluation metrics
calculated depend on the Confusion matrix, namely,
Precision, Recall. Precision shows the positive
predictive value, and recall captures the model's
sensitivity and true positive rate.

We split the dataset 70%, 30% split for the training
and testing. To further understand and assess the
models, we examined the metrics for each emotion by
a confusion matrix, Figures 7and 8 show the
confusion matrix for CK and JAFFA in the first
method (FHPCA), and Figures 9and 10 show the
confusion matrix for CK and JAFFA in the second
method (FPHPCA), and tables 1 and 2 show the
classification report for the first method (FHPCA)and
tables 1 and 2 show the classification report for
second method (FPHPCA).

True Class

1

2 3 4

Predicted Class
Fig. 7. FHPCA confusion matrix of 7-class facial of
JAFFA
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True Class

Fig. 8. FHPCA confusion matrix of 7-class facial of CK

True Class

Tabel 1: FHPCA Classification Report of JAFFA

Precision Recall F1 Score
1 77.77 100 87.50
2 88.88 100 94.11
3 87.50 87.50 87.50
4 100 90 94.73
5 88.88 72.72 80
6 100 90 94.73
7 90 100 94.73
Average of F1_Score 90.47
|
2 15 1
3 1 16
4 1 6
5 1 7 1
6 1 1 15
7 7
1 2 3 4 5 6 7

Predicted Class

Tabel 2: FHPCA Classification Report of CK

Precision Recall F1 Score

1 97.4 100 98.7

2 93.7 93.75 93.75

3 94.1 94.11 94.11

4 85.71 85.71 85.71

5 87.50 77.77 82.35

6 93.75 88.23 90.90

7 100 100 100
Averag of F1_Score 92.22

1

2 3

4 5
Predicted Class

JAFFA

Fig. 9. FHPCA confusion matrix of 7-class facial of
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Tabel 3: FPHPCA Classification Report of JAFFA

Precision Recall F1 Score
1 88.88 100 94.11
2 88.88 100 94.11
3 87.50 100 93.33
4 100 90 94.73
) 100 75 85.71
6 100 100 100
7 90 100 94.73
Average of F1 Score 93.8224
|
2 15
3 1 17
§ 4 6
z
5 1 7 1
6 1 1 15
7 7
1 2 3 4 5 6 7

Predicted Class
Fig. 10. FPHPCA confusion matrix of 7-class facial

Fig. 11. of CK
Tabel 4: FPHPCA Classification Report of CK
Precision Recall F1 Score

1 98.73 100 99.36

2 93.75 100 96.77

3 100 94.44 97.14

4 85.71 100 92.30

5 87.50 77.77 82.35

6 93.75 88.23 90.90

7 100 100 100
Averag of F1_Score 94.12

CONCLUSION

Two methods for designing a new framework to
identify facial expressions were proposed in this
study. The HOG algorithm was used in the feature
extraction process and the principal component
analysis algorithm to reduce feature dimensions in
both methods. The first method relies on extracting
features from the face field, and the second method
relies on extracting features from the parts of the face
(eyes, nose, and mouth). In the classification point,
we proposed a group classifier that consists of three
basic classifiers: support vector machines, k-
algorithm closest to neighbors, and Naive Bayes.
JAFFA and CK Dataset were used to evaluate our
proposed algorithm. The highest percentage of
recognition was obtained using the second method
(FPHPCA), where the overall accuracy for F1-Score
was 93.82 percent for CK and 94.12 percent for
JAFFA.



Tikrit Journal of Pure Science Vol. 27 (2) 2022

References

[1] S. A. Padmanabhan and J. Kanchikere, "An
efficient face recognition system based on hybrid
optimized KELM," Multimed. Tools Appl., vol. 79,
no. 15-16, pp. 10677-10697, 2020, doi:
10.1007/s11042-019-7243-y.

[2] S. Khan, M. H. Javed, E. Ahmed, S. A. A. Shah,
and S. U. Ali, "Facial recognition using convolutional
neural networks and implementation on smart
glasses,” 2019 Int. Conf. Inf. Sci. Commun. Technol.
ICISCT 2019, pp. 1-6, 2019, doi:
10.1109/CISCT.2019.8777442.

[3] M. Hameed Siddiqi, S. Lee, Y. K. Lee, A
Mehmood Khan, and P. T. Ho Truc, "Hierarchical
recognition scheme for human facial expression
recognition systems," Sensors (Switzerland), vol. 13,
no. 12, pp. 16682-16713, 2013, doi:
10.3390/5131216682.

[4] R. P. Holder and J. R. Tapamo, "Improved
gradient local ternary patterns for facial expression
recognition," Eurasip J. Image Video Process., vol.
2017, no. 1, 2017, doi: 10.1186/s13640-017-0190-5.
[5] H. S. Dadi, G. K. M. Pillutla, and M. L.
Makkena, "Face Recognition and Human Tracking
Using GMM, HOG and SVM in Surveillance
Videos," Ann. Data Sci., vol. 5, no. 2, pp. 157-179,
2018, doi: 10.1007/s40745-017-0123-2.

[6] U. Jain, K. Choudhary, S. Gupta, and M.
Jasmine Pemeena Privadarsini, "Analysis of Face
Detection and Recognition Algorithms Using Viola
Jones Algorithm with PCA and LDA," Proc. 2nd Int.
Conf. Trends Electron. Informatics, ICOEI 2018, no.
Icoei, pp. 945-950, 2018, doi:
10.1109/ICOEI.2018.8553811.

[71 M. Khan, S. Chakraborty, R. Astya, and S.
Khepra, "Face Detection and Recognition Using
OpenCV," Proc. - 2019 Int. Conf. Comput. Commun.
Intell. Syst. ICCCIS 2019, vol. 2019-Janua, pp. 116-

TJPS

119, 2019, doi:
10.1109/1CCCIS48478.2019.8974493.

[ S. S. L and S. Raga, "Real Time Face
Recognition of Human Faces by using LBPH and
Viola Jones AlgorithmReal Time Face Recognition of
Human Faces by using LBPH and Viola Jones
Algorithm," Int. J. Sci. Res. Comput. Sci. Eng., vol. 6,
no. 5, pp. 6-10, 2018, doi: 10.26438/ijsrcse/v6i5.610.
[9] S. Ghaffari, P. Soleimani, K. F. Li, and D. W.
Capson, "Analysis and Comparison of FPGA-Based
Histogram of Oriented Gradients Implementations,"
IEEE Access, vol. 8, pp. 79920-79934, 2020, doi:
10.1109/ACCESS.2020.2989267.

[10] R. Kapoor, R. Gupta, L. H. Son, S. Jha, and R.
Kumar, "Detection of Power Quality Event using
Histogram of Oriented Gradients and Support Vector
Machine," Meas. J. Int. Meas. Confed., vol. 120, pp.
52-75, 2018, doi: 10.1016/j. measurement.
2018.02.008.

[11] S. Tian, S. Lu, B. Su, and C. L. Tan, "Scene text
recognition using co-occurrence of histogram of
oriented gradients,” Proc. Int. Conf. Doc. Anal.
Recognition, ICDAR, pp. 912-916, 2013, doi:
10.1109/ICDAR.2013.186.

[12] 1. Technology, "A REVIEW ON FACIAL
RECOGNITION INCLUDING LOCAL, HOLISTIC
AND HYBRID APPROACHES Prince Goyal, Heena
wadhwa,"” vol. 21, no. 2, pp. 210-216, 2020.

[13] "ENSEMBLE BASED CLASSIFICATION
ALGORITHM FOR NON-STATIONARY
IMBALANCED DATA STREAM," 2017. .

[14] A. Dey, S. Chowdhury, and M. Ghosh, "Face
recognition using ensemble support vector machine,"
Proc. - 2017 3rd IEEE Int. Conf. Res. Comput. Intell.
Commun. Networks, ICRCICN 2017, vol. 2017-
Decem, pp. 45-50, 2017, doi:
10.1109/ICRCICN.2017.8234479.

rsaadll Ciiaally Agasall lasill bl aaasl) alaiials dagll plad ael

? 4y agana Ajgh ¢ Topen Ll ple

bl ¢ Jagall ¢ bl LS deals « yjuuh.//ﬁjlcl

Ghall ¢ deasall ¢ Jagall dnals ¢ olualislly copalall asle S ¢ Copulad asle aui”

gaddall

cansl Ailaie (pe cliaall zhatnd e Y1 Akl adies Al jule e Cipaill apaa oUs aaesl kL - 18 Gndl 1 b S
ol Fai sl lal) sl o385l 23 G (illy a1y aall) sl shial (e iliall g hatal e e aaia’ A Ak,
Okl S b sl sl Juliid (PCA) sl 0pSall dulad e s ) 2Ll il z)ainl e 3 (HOG) dgasal
s by ((KNIN) i) lall da )l «(SVM) asall DBl T bl clitias ¢ (o 0585 Uelas e Lis j8) 23

Sy de sana (JAFFE) 4Ll aall cyues @lily degane o Lol a jiaall dpa) Al jlid) 2 . caneaill 4ls e & Naive Bayes
sl JeJAFFA 5 CK 1794.12 5 793.82 dawiy 4 dapkll slassul xie F1-Score J el Allea] 483 (3a3 4 4 225(CK)

56



