Tikrit Journal of Pure Science Vol. 27 (2) 2022

IAS]

= \ e

et el | i 2 IS 2 i Sk |

Tikrit Journal of Pure Science
ISSN: 1813 — 1662 (Print) --- E-ISSN: 2415 — 1726 (Online)

Journal Homepage: http://tjps.tu.edu.ig/index.php/j

The Moment for Some quotient Stochastic Differential Equation with

Application
Abdulghafoor J. Salim , Ali F. Ali
Department of Mathematics, college of computer science and Mathematics, University of Mosul, Mosul, Iraq
https://doi.org/10.25130/tjps.v27i2.69

ARTICLE INFO.

Avrticle history:

-Received: 14/6/2021
-Accepted: 14/8/2021
-Available online: / /2022
Keywords: stochastic differential
equations; (quotient, product S.D.E);
itd’s formula; moment.
Corresponding Author:

Name: Abdulghafoor J. Salim
E-mail:

drabdul salim@uomosul.edu.ig
ali.csp109@student.uomosul.edu.iq

Tel:

the method.

1. Introduction

The main definition of the Stochastic differential
equations (simply SDE's) is that differential equations
in which one or more of its terms are stochastic
(random) processes, for which their solutions may be
stochastic process, [Arnold, 1974. The Stochastic
differential equations (SDEs) used in many field of
science such as biology, chemistry, climatology,
mechanics, physics, economics and finance. Many
researcheres have given their contribution in these
field (Akinbo B.J., et, al. (2015)), Guanggiang LAN
et, al. (2014) derive the new sufficient conditions of
existence, moment of the solution of stochastic
differential equation, J.C. Jimenez (2015) uses the
explicit formulas for the mean and variance of the
solutions of linear stochastic differential equation,
Platens [5] study the strong and weak approximation
methods for the numerical methods to get the solution
of stochastic differential equations, Nayak and
Chakraverty [6] worked on numerical solution of
fuzzy stochastic differential equation. Christios
H.skiadas, [7] Study the exact solution of stochastic
differential equation (Gomertz, Generalized logistic
and revised exponential. Akinbo B.J. et al [2] study
numerical solution of stochastic differential equation,
and so on.
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In this article we use the product stochastic differential equations in

order to study the solution for some quotient stochastic differential
equation by using it6’s formula, Then we find their moments (mean,
variance and the k.th moments). Also we gave some examples to explain

In this paper we study some form of stochastic
differential equation as a quotient stochastic
differential equation, then we explain how to apply
ito’s integral formula to find the solution of those
equations and we find the moments of their solutions.
2. Preliminaries and method

Definition 1 :( random variable) [5]

A random variable is a mapping or a function from
the sample space Q onto the real line R, (i.e. X: Q
—R)

Definition 2 :( Expectation) or (mean) of a random
variable:[5]

Let X is a random variable defined on the probability
space (Q, F, P), then the expected values or the mean
of X is:

E(X) = p=Xixip(x;).

That is the average of X over the entire probability
space.

For a random variable continuous over R:

EX) = [*_ xf(x)dx

Definition 3: (Variance):[5]

The Variance is a measure of the spread of data about
the mean p Var(X) = E((X - w)?) = E(X?) -

(E(X))*

Definition 4: The kth -order moment:[5]
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The kth -order moment of a continuous random
variable is defined by:
E(X¥) = [ x*f(x)dx
Where f(x) is the probability density function
Or E(x¥) = X;xFp(x;) ; (For discrete time and
p(x;) is probability mass function)
Definition 5: (stochastic process) [1]
A stochastic process is a family of random variables
denoted by {x(t), t € T} where t is time parameter and
TeR.
Definition 6: (Wiener process) [1]
A wiener process (Brownian motion) over [0, T]
denoted by {w (t)} is a continuous-time stochastic
process satisfying:
1: W (0) =0
2: For all t, s > 0, W (t)-W(s) is normally distributed
with mean zero and variance|t — s|.
3: The increment’s W (t)-W(s) and W (v)-W (u) are
independent.

Definition 7 :( 1t6 —formula)[1]
Let X (.) be a real-valued stochastic process which
satisfying
x(2) = x(b) + [ Fdt + [ Gdw ... (1)
For some G € L2(0, T), F € L}(0,T) and O<a<b<T.
Then we say that X (.) has a stochastic differential
equation
dX =Fdt+Gdw; for 0<t<T ...(2)
Remark. [3]
L' [0, T], L?[0, T] denotes the space of all real-
valued, adaptive processes {x.} , {y.} respectively ,
such that

E (fOTlxtldt) < o

E ([ lyeldt) < oo

If u: R x [0,T] = R is continuous and their first
and second partial derivative for t exist and are
continuous.

If we take Y(t) = u(x(t),t) ,then we have the
following 1t6 formula:

du du 1 du?

+ 222 G2)dt + 2 Gdw
Theorem :( 1) [1]

2 0x2

Let u(x)=xm, m=0,1,2,... then
d(xm):mxm-ldx+§m(m-1) XM2G2dt ...(3)
see [1]

Lemma (1): [2]

Let w, is a Brownian motion then, by It6's Formula,
we have:

(dwy)2= dt, (dt)(dw,) = 0 and (dt)? = 0.
Lemma(2): [4]

Suppose {wy, is a Brownian motion then, by using
Ito's Formula, we get:

dw?= 2w dw, + dt, (dw,)?=dt, dtdw, = 0 and

dwd = 3widw, +3wdt ...(5)

Theorem (2): (1t6 product rule) [1]

Let dx; = o;(t)dt + B;()AW() ; (i = 1,2)

(0< t <T): a;(t)eL (0, T) , B; (t)eL2(0, T),. Then

d(x; (Dx,(D) = X; (DX (1) + X (DdX, (1) +

B (DB (Ddt.

..(4)

66

TJPS

Let a;(t) = a;; B;(t) = B; independent of t,
wherei=1,2
Therefore d(x;(D)x, (1)) = X, (H)dX, (1) +

X, (6)dX4 (1) + By Bodt
3: Propositions:
a:The quotient stochastic differential equation of
the first order:

let x; and x,are two stochastic processes and time
independent .Then by using Ito Formula we have:

d (z—l) = (xle + z—: + Gle) dt + (xlc2 + :—21) dw

2
...(7)
Proof: from equation (6) then we have

X1

1 1
d (g) = x1d() + - dxg + Gy Godt ...(8)

... (6)

let z:Xi and dz:d(xi) from equation (2) then
2 2
Xm = Fldt + GldW;dZ = det + szW

X1

d (_) =d(x;z) = x;dz + zdx; + G;G,dt =
X2

Xledt + X1G2dW + ZFldt + ZGldW + Gledt =
(x,F, + zF; + G;G,)dt + (x,G, + zG;)dw
Since z:Xl then we have
2
—d(*) = LS
d(x,2) = d (XZ) = (x,F, + 24 G,G, ) dt +
(X1Gz + &) dw
X2
Then from equation (7) we have:
x1 (1) _ x1(0) t F1
% - XZ(O) + fO (X1F2 + Xz + Gle) dS +
t G
Jo (Xle + X—Zl) dwg ...(9)
b: The quotient stochastic differential equation of
degree two (i.e. d()?) :
2
+

X1y2 _ (2%1F1
dch _( Lt
2 X2 X2 X2

2x1G 2x3G
proof:

let z=— , z2 = = and dz2 = d— . From (2) then we
X X5 X5

have dx; = F,dt + G;dw ; dz = F,dt + G,dw

d(z—:)z = d(x?z?) = 2x,2%dx, + 2x?zdz + dx?dz?

By using theorem(1), we have

dx? = 2x,dx; + GZdt; dz? = 2zdz + Gidt

Then,

d(z—:)z = d(x?z2) = 2x,2%dx, + 2x%zdz +

dx?dz? = 2x,z%(F,dt + G;dw ) + 2x3z(F,dt +
G,dw) + (2x,dx; + G2dt)(2zdz + Gidt) =
2x,z2F;dt + 2x,z%G,;dw + 2x3zF,dt +
2x%7G,dw +

(2%, (F,dt + G;dw) + G2dt )(2z(F,dt + G,dw) +
G3dt) = (2x,z%F; + 2x%zF,)dt + (2x,2z2G; +
2x272G,)dw + (2x, F,dt + 2%, G, dwG2dt )(2zF,dt +
22G,dw + G3dt) = (2x,z2F; + 2x?zF,)dt +
(2x122Gy + 2x22G,)dw + 4x,zF,F,(dt)? +
4x,7F, Gy,dwdt + 2x,zF;GZ(dt)? +
4x,7zF,G;dwdt + 4x,2G,G,(dw)? +

2x,G; G2dwdt + 2zF,G2(dt)? + 2zG,G2dwdt +
GiG3(dp)?

2x3F; | 4%,G1Gy

)dt+
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From equation (4) and (5) then we have

d(x?z2) = (2x,2%F, + 2x%zF,)dt + (2x,2°G, +
2x%2G,)dw + 4%,2G;G,dt = (2x,2%F; + 2x2zF, +
4%,2G,G,)dt + (2x,z%G; + 2x2zG,)dw

2
since  z=— then d(Xl)2 = (2X1F1 L L
X2 Xz X2
4x1G1G2) dt + (2x1G1 +2X162) dw
X2 X2 X2
The integral of (10) is.
2 2 2
x1() _ x7(0) t (leFl 2x1F; 4X1G1G2)
x%(t) - x%(O) + fO x% + X + Xp ds +
t (2%,G, |, 2x2Gy
N . +T) dw, ...(11)

C:The quotient stochastic differential equation in
the general form :

mxP~1F mxF m2xP"~1G,G
dCH™ = (Pt 4+ T e de +
i mg
(% + %) dw ...(12)
Proof
let z— VAR Xi and dz™ . from (2) then

we have dx, = F;dt + G;dw; dz = det + G,dw
dCH™ = d(xPz™) =

2
mx~1zMdx, + mxPzP1dz + dxPdz™
mx~1zM(F,dt + G;dw) + mx'zP~ 1(det+
G,dw) + dx{"dz™
From Theorem (1), we have dxI* = mx®~1dx; +
%m(m — 1)x™2G2dt
and dz™ = mz™ 'dz + m(m — 1)z™"%dt
Then,
dCH™ = mx""'2™F, dt + mx" 2™ Gy dw +

2
mxzP1F, dt + mxPz TG, dw + (mx{“'ldxl +
%m(m - 1)X¥1_2G%dt) (mz™ 'dz + m(m —
1)z™72dt) = mx""1z™F,dt + mx"~1z™G,dw +
mxP 2 Fydt + mxP'zf 1 Gydw + (mx ! (Fydt +
Gydw) + >m(m — 1)x"2G3dt ) (mz™~ (Fdt +
G,dw ) + m(m — 1)z™2dt)
From equation (4) and equation (5), we have
dCH™ = mxP"~'z™Fdt + mxP 2™ Gy dw +

2
mxPzI1F, dt + mxPzP G, dw +
m?xP-1zM1G, G,dt

= (mx*~1z™F; + mxPzP71F, +
m2xP~1zM1G, Gy)dt + (mxP~1zMG, +
mxPzI"1G,)dw
Since z=— then:
X2

m-—1 m
X1 mxy  Fq mx; Fp m? G1G2
dEE™m = ( + + dt +
) Tt T
m-1 m
mx;  Gp mx; Gy
( Xm Xm—l d
2 2

Or equivalently by integrated d(z—l)m, we have
2
PO _

X

x7(0) + ft mx"71F, +mx‘1“F2 +m2x'1“_1G1G2 ds +
x51(0) 0 x xp-t xp-t

ft (mx‘ln_lFl mxP"F, mzx{"_lGle) (13)
0 xM xp-1 xp-1

67

TJPS

4. The moment

In this paragraph we find the moments to the solution
of the Quotient stochastic differential equation(
Mean, Variance and the k-moment) by using the
above proposition:

Let we have

d(Z) (X1F2 +-2 + G,G )dt+ (lez
Then the mean of( —) is

+i—21) dw

x1 (1) %1(0)
E(Xz(t)) (x (o)) + E(f (Xle +—= + G;G )ds) +
t
E(fo (X1G2 g))dws
_ x1(0

t F
=2+ E(, (x:F2 + 24 G1G, ) ds) ...(14)
And from equation (11) we can find the expected
value to (X—l)2 as:
Xl(O) 2x1Fq
Z(t) ( 2(0)) + E(f ( Xy
4X1G1G2 2X1G1 2X1G2
)d)+E(f( - 21%) qw,

_ X1(0) 2x1Fq 2X1F2 4X1G1G2
—X%(O)+E(f ( ey )ds) ...(15)

Then, Var(X) = E(XZ) - (E(X))Z, where X=22

X2
The moment for general form (equation (13)) or the
k’th moment is:

ZX%FZ

2
ECLYy = +

mx'F,

BCED) =

xM(0) mx

m(t) ( rl'n(o)) + E(f ( 1 + szn—l +
m?x""'G;G mx G mx'G
1m71”) ds) +E (f ( ;'2“ Ly X,Z,}_f) dw )
_ x1(0) mxp mx'F, | m?x"71G4G,
=5 TEU, ( LT T )ds)
...(16)
Example: (1)

Suppose d(z—;)= G) dw or we can write it as

dx; = sdw and dx, = rdw
s and r are constants, also let x; =t +1,x, =t,
where t is a scalar(t# time ). By using Ito's formula
find E (2) and var (32) .

X2 X2
Solution: To find the mean of (& 18)
Letz :i then dz= d(i) , by equation (2) we get
dx; = F;dt + G;dw ;dz = F,dt + G,dw
Then
d(x,z) = (x,F; + zF; + G;G,)dt + (x,G, + zG;)dw
= (04 0 + sr)dt + (sz + rx,)dw = srdt +
(sz + rx,)dw
So
fot d(x,2) =
x1(t) _ x1(0)
x2(8)  x2(0)
Then the expected value (mean) of (

E(0) = 20
rxl) dw)

_x1(0) t _
a0t Jy E(sn)ds =

0

fot srds + fot(sz + rxy)dw
+ ftsrds + ft (i + rxl) dw

x1(6)
i
(t)) s

+E(fosrds>+E(f0 (g+

x1(0)
x2(0)

+ srt . Where x,(0) #
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The variance: First we need to find E ((i—l)z) .
2

1

Letz—l 72 ——anddz

d(XlzZ) = (2X122F1 + 2X12F2 + 4X12G1G2)dt +
(2x,2%Gy + 2x22G,)dw

Jy dGdz?) =

t 2 2
Jy (2x,2%F; + 2x57F, + 4%,2G,
fot(lezzG1 + 2x22G,)dwy
x2(0)z2(t) = x2(0)z2(0) + fot 4srx,zds +
fot(stlz2 + rx?z)dwy

G,)ds +

Where z = Xi and z2 = ithen
2
2 2
x7 () _ x1(0) t X1 X1(0)
E (xg(t)) ~ x2(0) +E fo Ast d ~ x2(0) +
[y
4sr [ E (;) ds
2 2
_ x7(0) x1(0) _ x3(0)
= 2o TS f( o Tsds =5 0+
x1(0) _ X1(0) x1(0) 2.2.2
(xz(o)t+ srt ) 2(0)+4$rxz(0)t+25 r<t
X
var(3) = E (%) - & ()
_ Xl(o) Xl(o) 2..2
var( ) {2(0)+4 0 )t+25 r<t }
x1(0) 25rx1(0)
{XZ(O) + rt} @ TS

In the same way we can find the hlgher moment.

Example: (2)

Suppose dX; =F;dt +G;dw, i=1,2 , X; =

dx; = t3dt + 2tdw and dx, = t2dt + 4tdw ,where

x; = t? + 1and x, =t where t is a scalar(t# time ).

Then by using Itd's formula find E (i—l) , var(i—l) ,
2 2

where x,(0) =0,x,(0) #0.

Solution: we have

d (Xl) (x1F2 +2 + G GZ) dt + (lez

X2

X and let
2

ﬂ) dw = ((t2 + 1)t2 + T+ 8t2>dt+
X2

((t2 + 1)(4t) + %) dw == (t* + t2 + t2 + 8t?)dt +

(413 + 4t + 2)dw = (t* + 10t2)dt + (4t3 + 4t +
2)dw
Then from equation (9), we have

x1®) _ x1(0) 5
% x2<o>+f( +10s%)ds + [,(4s® + 4s +
2)dwy

Since x,(0) = 0, then by taking the expectation for
both sides, we get

E(20) = E(fy(s* +10s7)ds) + E ([ (4s® + 45+
2)dws)
=E (fot(54 + 1052)(15) = éts + ?t3

To find the variance of (2—1) we need E((z—l)z)
2 2
From equation (10) , we have:
X1y2 _ (2X1F 4x1G1Gz
dCH? = ( e

X2 X2
2x1G 2x%G
( 12 1424 2) dw
X5 Xp

ZX%FZ

) dt +
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2(t2;1)t3 4 4(t2+tl)2t2 4 4(t2+1)t(2t)(4t)> dt +
(2(t221)2t n 4(t2+1)(4t))
t t

= (2t3 + 2t + 41> + 8t3 + 4t + 32t% + 320)dt +
(4t +24 1687 + 16) dw
= (4t5 + 10t + 38t)dt +
(16t2 +A4t+ % + 16) dw

So that:
® () t
(Zm)z = (Z(O))2 + [,(4s° + 10s* + 38s)ds +

Jy (1652 + 45+ + 16 ) dw,
By taking the expectation for both side (since
x,(0) = 0), then

EGD) = BC6s% + 1057+ 36305 +

E(f, (1652 + 45 + 2 + 16) dwy)

E((Zgg)z) = E(f(4s° + 10s® + 385)ds) =

ECE +2t% + 19t2) = 2¢6 + 244 + 19¢2
2 2 2 2

vr(2) - () - G

Then

x1) _ (346 4 54 2 5 2 _
Var(xz)—(zt +5t +19t) ( t° + 3t) =
Tpt 41962 — 20 — 38 _By6
2 3 18
Example: (3)
Suppose  dx; = dt and dx, = 2tdw , where x; =

t?and x, = 2t , where t is a scalar(t# time ). Then by
using 1to's formula find E () and var(t) Where
2 2

%x,(0) = 0,x,(0) # 0.
Solution: from equation (7) then

6(2)= (2 010 d s
z—z) dw = <t2(0) + Z + 0(2t)> dt + (t2 (2t) +

2lt(O)) dw = L dt+ 2tdw

x1(8) X1(0) 3 t1
x2(t)  x2(0) f 7. ds + f 2s°dwg = f 05cds +
fot253dwS

Xl_(t) — t1 ty 3 _
E (Xz(t)) =E(f,=ds) +E([;2s%dw,) =

t1 1
E(f;=ds) =2In(t)
To find the variance of (=), we need E((ﬁ)z)
X2 X2
From equation (10) we have:

(Xl)z _ (2X1F1 + Z)sz + 4X1f1Gz) dt +
2 2
2 4 2
(2x12(;1 + 2x1G2) dw = (%4_ 2t | 4t (o)(zr)) dt +
X2 Xg 4t 2t 2t
2 4
(B2 + 22 dw = 2dt + 2t*dw
4t 2t 2
Then,
X1_(t) 2 _ X1(0) 2 t,).4 _ (t1
G = Gy +f ds+f0 2s*dwg = [ ~ds+
fot 2s*dw,
And then,
x1(Oy2 1
((X (t)) )= E(f Sds) =



Tikrit Journal of Pure Science Vol. 27 (2) 2022

So that

Var (j(—:) = E((i—:)Z) —(E (f(—:))z =2t - GIn(t)?
~t—=(In(6)? = >t —~In(t)

For the higher moment we can use the same way.
5. Conclusion

In this paper, we showed using It"o’s formula that

the quotient stochastic differential equations can be
found by the same method for product stochastic

1
=t—
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