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ABSTRACT

The optimal conjugation coefficient distinguishes conjugate gradient

methods such as two-term, three-term, and conditional from other descent
methods. A novel conjugation parameter formula is constructed from
Zhang, Zhou, and Li's well-known formula to formulate a three-term
conjugation gradient method in the unconstrained optimization domain.
The conjugation parameter B, and the third term parameter 8%, were
constructed by incorporating the Perry conjugation condition into
Shanno's memory-free strategy of a conjugate gradient. The approach
demonstrated a steeply sloped search direction for each iteration by
demonstrating stability, global convergence, and sufficient descent
analysis in the presence of a strong Wolf case. The empirical results
established that the proposed method is more efficient than Zhang et al.'s
techniques. Through the use of a collection of nonlinear mathematical

functions.
I- Introductions
Take the following
optimisation:

min f(x), xeR" --- (1.1)
Real purpose function f: R™ — R is continuous and
differentiable, g(x)=Vf(x) Iis denoted by the

gradient of f at x. In general, the mathematical
discipline recognizes three main types of solutions:
precise, approximation, and numerical approach.
Additionally, various numerical approaches exist for
solving Equation (1.1), including the steepest descent
(S.D.) technique, the Newton technique, the C.G.
technique, and the Quasi-Newton (Q.N.) technique.
The C.G. approach is essential because to its
simplicity and low memory requirement, especially
when the scale is huge; the C.G. method is extremely
efficient. The numerical type was classified by C.G.
procedures. As a result, if is the initial assumption for
solving Problem (1.1), the bracketing process entails
starting with an initial guess, X,, and descending
downhill, computing f(x) at iterates Xi, Xo, X3, X4y..-,
until we reach an iterate x,, at which the value of the
objective purpose f(x) increases for the first time.
Typically, a nonlinear C.G. approach is built in an
iterative fashion to approximate the ideal solution by
the use of

issue of un-constrained
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ay is called the step length It is obtained through a
series of line searches. To ensure a suitable decline in
the function value without taking too short steps, the
step length oy, can be set using the Wolfe, Goldstein,
or Armijo criteria. And the direction d; is in the case
of two terms specified by
3 - Vi, if k=0, (1.3)
|-V +pd,,  if k>0,
Alternatively, in the case of a three-term(T.T.C.G.)
conjugate gradient as described by N. Andrei [4], one
of the general forms can be used.
dgsr = )
{ ~Vfierr k=0 14
—Vfk+1 — @Sk — by if k>0
That is, the search direction will be the sum of
{9k+1 Sk Vi h also the a,and b, take the
mathematical form involved the terms| |y, |12, |9kl
194111 skgr and yggy etc. commonalty a; =

By -where ﬂk is a parameter (0< g, <1) and Q4
denotes g(X,,;). There are some well-known

formulas for ,Bk which are given as follows: [5]


http://tjps.tu.edu.iq/index.php/j
https://doi.org/10.25130/tjps.v27i2.72

Tikrit Journal of Pure Science Vol. 27 (2) 2022

;
R =M (Fletcher-Reeves (F.R.), 1964)
Ox-19k
Y
S = 2kl (Hestenes -Stiefel (H.S.), 1952)
Ay 1Y
T
PR JYier  (pojak- Ribiere (P.R.), 1969)
Ok-19k1
Where || . || represents the Euclidean norm and §, .,

denotes g(Xk+l) and Y, = Vf,., — Vi, of vectors.

To ensure that the function value drops appropriately
without taking too few steps, the Wolfe, Goldstein, or
Armijo criterion can be used to set the step length ay,.
Generally, one looks for the ILS, such as the strong
wolfe conditions (SWC), in the theoretical
convergence analysis of CG-approach, as illustrated
in the following [6]:

The purpose of the strong wolfe line search is to &
locate s.t.:
0<6<

..(L5)

f (% +d,) < f(x)+dx0.d,,

N

ldi g(x, + &, d,)| < —od/ g, S§<o<1

This article has been disseminated as follows: The
next part provides background information and a
predecessor to a novel method: three-term CG-
algorithms and Shanno's C.G. methods as
memoryless Q.N. methods. Section 3 will have
detailed the newly generated algorithm. We examined
the global convergence properties of the suggested
novel C.G. methods in Section 4. We published
various numerical comparisons versus hybridization
formulations in Section 5 by depending on them
Zhang et al. Section 6 provide basic conclusions
based on [1-3] approaches employing 35-test
problems in the CUTE [7].

I1-Background and Preliminary to New
Method

2.1. Three-term CG methods

Recently, considerable research has been conducted
on a three-term conjugate gradient technique in order
to increase the effectiveness of the standard conjugate
gradient method. Beale developed the first nonlinear
three-term CG method in [8], specifying the search
direction as:

dis = =G + By +7d, -+ (2.1)
The parameter g, = g Ror, {p, p7" ..
in the Beale algorithm [9]. Nazareth developed a
variant of the three-term formula approach in [10], in
which the search path is calculated via:

v ' ...(2.2
yl'(ryk dk+ {k—lyk dk—l ( )
Yi dy Yicaya
[4] described a descending modified PRP conjugate
gradient method in which the search path is
determined by the following three-term formula:
Ok Vi Okl

ol s el
Ok 9k

., etc.},

Oy =—Ye +

d+:_g++
o o Ok Ok
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The H.S. conjugate gradient approach was refined in
[3] using a downward three-term formulas. it says:

Vi _ JraSk
T S T

Sk Ok Sk Gk

Additionally, in [10], a typical structure of three-term

conjugates gradient approaches is described, which

typically generates a sufficient descent direction
using the formula:
-

dy Ok + Bdy — By
k Pk

The parameter is g, similar to Beale's form.

2.2. Shanno's Conjugate Gradient strategies as
memoryless Quasi~Newton approaches:
Quasi-Newton approach for function minimization is
strategies for minimizing (1.1) of the following
structural elements:

Xiy1 = Xx + P and pp = —aHi gy ...(2.4)

At each step, a preliminary approximation matrix H
to the inverse Hessian is placed to ensure that the
secant condition is satisfied. Typically, updates are
chosen from the Broyden type described by the skill
of

Yk

dk+l =—0ga +

gl—dk—l

Py

T T
Hryryi Hk T , PkPk
H, =H, - <=4 0v,v, + ...(25
k+1 Kk YT Hevk kVk Tk (2.5)
— T Pk Hryk
Vi = Vi HiYi (—ngk - y]fHkYk> , B ascalar.

These strategies have been the subject of a great deal
of current research, particularly concerning the desire
for the parameter 6. The BFGS replacement
corresponding to & = 1 and described by:
T T T T
Hisr = H —W+ a +y'£—';zk %
... (2.6)

Benefits from computational solid and theoretical
proof. As the first-class update of the Broyden
type[6].

The matrix H,, This is the main distinction between
conjugate gradient and Quasi-Newton iterative
approach. For large variables, it is frequently hard to
store an approximation to the inverse Hessian in the
available PC memory. As a result, desired strategies
to the Quasi-Newton methods must be found.
Conjugate gradient techniques were initially being
developed for problems of this type.

The purpose of this study is to determine the link
between conjugate gradient and quasi-Newton
methods. To begin, make a matrix.

PRV _ YKPic | PiPic

YiPKk  Yipk  PLYVE

and G,,; to maintain the quasi-Newton Equation,
resulting in symmetric replacement.

T T T T

x PrYVi +YkDk Yi Yk \ PkPk

Gk+1 =] ——5—=+ (1 +T—)—T : ...(2.7)
Yr Pk PrYk/) PrYk

Note Gy,,Satisfying (2.7) still reduces precisely to
the P.R. technique under exact searches. We now are
aware that if we alternative | for H, in (2.6), receives
exactly Gy,

Then C.G. strategies are equivalent to the quasi-
Newton BFGS approach. As the identification matrix,

Grr =1-
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the approximation to the inverse Hessian is reset at
each step. As no storing is employed to enhance the
approximation to the inverse Hessian's accuracy. It is
worth noting that the C.G. method specified the
following criteria, namely

di+1 = —Grp19k+1 ] )

Does now no longer, besides a doubt, require the
dgy1=—Gr+1 + [

matrix Gy, Rather,
_ (1 ykyk>
PkJ’k
PRIk
+=~y. ..(2.8)

Memoryless Q.N. approach and no extra data beyond
that required through ordinary C.G. algorithm are
needed.

I11- New Direction for TTCG.

In this part, we discuss the derived approach for
three-term (T.T.C.G.)conjugate gradients, which is
comparable to the generic platform proposed by
Zhang, Zhou, and Li [1-3].

d _ {_gk
et —Gk+1 T Br+1 di
3.1)

Based on a formula similar to the last Equation, we
give our method by new derived parameters for S,
and 6, .Starting with (2.8) by taking a minor
modification to

T
YkI9k+1

pk9k+1
T ]p
PrYk

PkJ’k

if k=0

T T
ykgk+1 YkYk\PrIk+1
k+1="Yk+1 Tk oTve) plvi p
Pk9k+1
Vi
P J/k

Using the hyperplane

TJPS

Xi={d € R" : yid = —pgGis1} - (33)

Since p, = ad,, SO we can write

YkD = —@ D Gis1 --(3.4)

Here by importing of Equation (3.4) is placed in the
second term inside the large arc of equation (3.1),

dgyr =
T T
— Okt +[ykgk+1 (1+ykJ’k) DrIk+1 ] . —
* PRVE Piv) —api g+
Pkgk+1
=Yk - (3.5)
PrYk

with equality of eq(3.4)
ykJ’k
P J’k)] dk
PkJ’k

Here we neglected the term close to interior brackets
A1 = —Grer t+ [ykg% + (1
Pkgk+1 Pkt o,
The final version of the trend is presented as in (3.1)
and as given by Andia (1.4) But with new
parameters

ifk=0
if k>0

new _ {_gk

frt —Gk+1 —
...(3.6)
Denoting the conjugate parameter a, = B}, and
spectral scaling for the gradient b;, = 9k+1as follows

axdyi — bryx

T
_ykgk+1 1+3’k3’k) and 9 _Pkgk+1 or
:Bk+1 dTy < P£Yk k+1 pT J/k
dkgk+1
=S @)

Furthermore, we obtain new coefficients g%, and
6 .. The processes of the technique is given in the
flowchart illustrated in figure.1.

yes

compute step length a, > 0|
satisfying SWC (1.5)

X1 = X + apdy

M
Ois

Calculate the parameters
,and gX

Compute the direction

Using Eqs(3.6) and (3.7)

Fig. 1: Flowchart of our M-New (C.G.) conjugate gradient method

IV- Convergence Analysis.

We must demonstrate the M-New three-term CG-
Algorithms'  fundamental  global  convergence
characteristic under the following premise.
Hypothesis (A):

86

(()The level set S ={x:x € R", f(x) < f(x)} is
bounded, where X, is the starting point, and there

B>0

exists a positive constant such that, for all:
and defined below.
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(i) In a neighborhood 2 of S, f is continuously
differentiable, and its gradient gis Lipschitz

continually; namely, there exists a constant L >0
such that

|Vfi = V£, || < Lllx — yll for all x,y belog
ton

Obviously, from the Assumption (A, i), There is such
a positive constant D that:

B =max {|lx—y|,Vy,x €S}..... (4.2)
Where B denotes the diameter of 2, we also know
from assumption (A, ii) that there exists a constant
¥ >0, such that:

VAN <y, vxeS ....(43)

In certain studies of the C.G. techniques, the adequate
sufficient descent or descent requirement is critical,
although this condition is not always easy to
maintain. [1]

Theorem: (Descent property)

Suppose that the assumption (A) hold, independently

of choice the parameter /3, and line search with

SWC(1.5), consider the search directions dk

generated from (1.2 and 1.4 We demonstrate that the
direction of the search easily fulfills the sufficient
method with ¢ = 1:

dggk =< *CHngz
Proof:

Starting with multiply the direction dk+1 in (3.2) by
the gradient g = g, ,,

2
dea’g=—Jof" =AM dig+0M, yig --(44)
Setting amount of parameters g, , and 8%, ,

(4.1)

T T
e’ 9= o - {yk L ykTyw}d;w b9 g
dk k Yk P Yk
T
2
:_HgH _{ YkT o Yk TYk )}d,fg+ Ykg dk g
de Yk ad, dk Y
Since dl g, 1 <d]y, we get the inequality
Vi Y, yid
<ol +| S 2 oty - Ky,
2 y y
<—Jg" - @+ Tk )d, " i
ad, vy
Implies that
dk+1gk+1 = CHng—H

For last term is increase the force of inequality by
neglecting. With optimal constant ¢ = 1.

Property (4.1): Assume that there is a general CG-
method and that [11]:

c<lof<y vk=0 45

¢ is positive. We say that a CG-method has the
Property (4.1) if there exist two constants b> 1 and
A >0 such that for all k,

We define a CG-method as having the Property (4.1)
if two constants b>1 exist and A > 0 such that for all
K,
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B<b (@8

If HpkH<,1then ‘ﬂ ‘< 1 forall >0 ....(47)
Corollary (4.2): |6,] < b

Proof: by using Cauchy Schwarz property and
Leibnitz ing. implies

T T
9 _ |PrGraa| _ [Pk 9K+l < ||gk+1|| -5
164 PEYK [Pkl el B
Lemma(4.3): Assume that is a descending direction
drand g satisfy, the

Lipschitz condition, where L is constant that all
points within the line segment connecting y and x. If
the direction of the line search fits the Strong Wolfe
criterion, then[6]:
@-o)d" g|
oy 2z
Ljd, |
Proof: Using curvature inequality in (1.5)
od'g.<d <-o d, g,

..(4.9)

(4.8)

:
k Gka
d,g, <d,’
=0 O Oy =0 Qg

Subtracting dkTgk from both of (4.9) and applying
the Lipschitz condition results:

(l-o) dkTgk < dkT (Gka — 9) < Loy HdkHZN__
(4.10)

Since dk is descent direction and o <1, then (34)

holds:
(1-0)|dkgx]

Llldgl1?
The following is the conclusion: The Lemma, which
is frequently referred to as the Zoutendijk condition,
is used to establish the global convergence of any
nonlinear CG~method. Zoutendijk [15] first
mentioned it in connection with the Strong Wolfe line
search (1.5). This condition will be established in the
following Lemma.
Lemma (4.4): Assume hypothesis (A) is
true. Consider the iteration process of the type (1.2)-

(1.4), where the descent condition (d,' g, <O

akz

) satisfies for all K >21and wither, condition(1.5).
Then

(gk d )
D
S lad? T

Proof: using first inequality in (1.5), we can get:
fra—fi < 5akngdk

.(4.12)

Combining this with the results in Lemma (4.3),

yields

L 0l-0) (9.d)’
o

k+1 k

...... (4.12)

Using the bound-ness of function f in Assumption
(A), hence
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g, d )
]

Theorem
Assuming A is true and considering the new
algorithm produced by (1.2,1.4) and (3.6, 3.7) where

o is computed using wolf Line Search,
Lim inf|g,|=0

k — o0

(
2
k=1 ...(4.13)

Prove
Contradiction manner utilize to prove, so we suppose

the conclusion is not proper, then Hng;ﬁO , as
mentioned above, there exist constants ¢, » >0, S0
0<g<|g|<y, forallk=0

Now by taking the square norm of both sides of our
new direction

T T
Yk 9k+1 YiYk
dis1 = — —[—+(1+—)]d +
k+1 Ik+1 Ty Pive k
Dk9k+1
Pi J’k Ty K

|dyciafl = H — 1 — Biadi + OlaYi H
Vi 9t Vi Vi

_gk+1 _{ = [1+ j:|d 4 Tk Tkl pk gk+1
di Vi pk Yk pk Yk

< ||gk+1||+,3k'\11||dk||+‘9k+1||)’k ||

< 9] + ﬂk'\mdk |+ ek’\flrluyk H
(By Cauchy Schwarz)

< y+bi+bB=C {C=y+bi+bB}
So that Hdk+1H2< (C)? , dividing by the quality

Hgk+1H4 to get

Yk

ldeal” €2

9.4/ * Hgk+1H“

ZHdkHH

g

This is in contradiction with Lemma (4.4), then
Liminf|g,|=0

V- Numerical Results

To determine the reliability of our newly proposed
approaches, we compared them to Zhang. et al. 's [1-
3], which are 3TCG-methods using the same test
problems as showing in figures (1), (2) and (3). The
comparison involves some well-known test functions
contributed in CUTE [7] with different dimensions
(100) to (1000) variety increasing number. The
program is written in double-precision arithmetic
using Fortran 66. The algorithm's comparative
performance is determined by the total number of
function evaluations that normally assume the most
expensive element in each iteration, as well as the
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total number of iterations. The actual condition for
convergence was

|9, <1x107° ...(5.1)

We plot the fraction P of issues for which the process
takes less than a factor of the ideal time for each
technique. The figure's left side represents the
percentage of test issues for which a method is the
fastest; the right side indicates the proportion of test
problems successfully answered using each method.
The top curve denotes the approach that resolved the
most problems in the least amount of time.
Comparison between M-New TT, Zhange as in [1],
Zhange[2], Zhange[3] CG~methods for the total of n
different dimensions n =[100, 1000] for each test
problem are given in figures 2, figures 2, figures 3
and figures 4 according for measure of preferability
in numerical optimization the iteration and function
evaluation number the last one is cpu. As follows

FT
+

New TT

—+—— Zhange[1] | |
Zhange[2]

—%——Zhange[3] |

Performance Profile

04

-0.5

2 2.5 3 3.5 4
Tau

0 O.IS 1' 1.l5
Fig. 2: The time performance between compared
algorithms

1

R P e— (I
New TT
—+—— Zhange[1] |

Zhange[2]
—%—Zhange[3] |

09F

0.8

Performance Profile
o < o o
= (5] (=2} ~

e
w

.C’
)

e

o

o 1 2 3 5 o 7
Tau
Fig. 3: The number of function gradient evaluation

performance between compared algorithms.
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LD §
New TT
—+—Zhange[1] |

Zhange[2]
—— Zhange[3] |

o
o

o
o

o

Performance Profile
£

o
w

o
[N}

=3

o

3 4 5 6
Tau

0 1 2
Fig. 4: The number of iteration performance between
compared algorithms.

Effectiveness of each proposed technique as a
percentage of Zhang [1], Zhang [2] and Zhang

[3] algorithms, as shown in table 1
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